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Background of PET++ project

PET reconstruction.
Statistical model:

d ∼ Poisson(Ax + b)

A : attenuation + ray-transform
b : randoms + scatters

Inverse problem:

min
x∈X

KL(d ,Ax + b)︸ ︷︷ ︸
data fit

+ R(x)︸︷︷︸
prior

TV regularization: R(x) = α‖∇x‖1
Guided TV regularization: R(x) = α‖M∇x‖1. where M incorporates
information from MR or CT image.
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Influence of non-smooth priors

14

M J Ehrhardt et al

where E is a symmetrized gradient operator, see Bredies et al (2010) and Bredies and Holler (2015) for more 
details.

The numerical results shown in figure 9 are in line with the previous findings indicating that randomization 
and preconditioning can significantly speed up the reconstruction. However, we notice a significant increase in 
performance by increasing the number of subsets from 21 to 252.

4.3.4. Comparison of mathematical models
We conclude this section by a comparison of various methods on both data sets in figures 10 and 11. While 
we leave the detailed visual comparisons to the reader, we would like to note that all these images use the same 
number of projections so have basically the same computational cost.

5. Discussion

The extensive numerical experiments all consistently confirm that randomization and preconditioning both 
speed up the reconstruction. These trends were irrespective of the data set and the chosen prior. The convergence 
speed in our work was abstractly defined by a solution of the underlying mathematical optimization model 
approximated with way too many iterations than would be feasible in routine clinical practice. This strategy was 
chosen intentionally as we did not want to target a specific clinical use case. After these successful initial trials, in 
the future we will collaborate with medical researchers and clinicians to focus on specific use cases where each use 
case defines its own metric of what images we wish to reconstruct.

The focus of this contribution was on non-smooth priors like total variation and its descendants like total 
generalized variation and directional total variation. However, as long as the proximal operators are simple to 
evaluate, the proposed randomized and preconditioned algorithm can be applied to any other model, too. It 
would be of interest to compare this algorithm to convergent subset accelerated algorithms for smooth priors like 
BSREM (De Pierro and Yamagishi 2001, Ahn and Fessler 2003), TRIOT (Ahn et al 2006) and OS-SPS (Ahn and 
Fessler 2003).

We highlighted the improvements from choosing different distributions for subset selection by comparing 
‘uniform’ and ‘balanced sampling’. Further improvements are expected by optimizing the probability selection 
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Figure 10. Comparison of several reconstruction approaches for the FDG data. All approaches have about the same computational 
cost (10 epochs).

Phys. Med. Biol. 64 (2019) 225019 (17pp)

Figure: From Faster PET Reconstruction with Non-Smooth Priors by
Randomization and Preconditioning, M. J. Ehrhardt, P. Markiewicz and C.-B.
Schönlieb, Physics in Medicine and Biology, 2019

C. Delplancke (U. of Bath) UCL INM meeting October 11th 2020 2 / 13



Algorithms

min
x∈X

KL(d ,Ax + b) + α‖M∇x‖1,2

Forward projection A and back-projection A∗ have high computational cost.

OSEM
Ordered Subsets Expecation Minimization: A = (A1, . . . ,An)

No prior
No convergence guarantee

PDHG
No subsets
Prior
Convergence guarantee

SPDHG: Best of two worlds
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General formulation

min
x∈X

F (Ax) + G (x)

with F , G convex and A linear.

Introduce the convex conjugate and proximal operator of a convex
function F :

F ∗(y) = sup
z∈Y
〈z , y〉 − F (z)

proxτF (y) = arg min
z∈Y

1
2τ
‖z − y‖2 + F (z).
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PDHG

min
x∈X

F (Ax) + G (x) = min
x∈X

sup
y∈Y
〈Ax , y〉 − F ∗(y) + G (x).

Primal-Dual Hybrid Gradient (PDHG) or Chambolle-Pock algorithm:
Input: initialization point x ∈ X , y ∈ Y; step parameters σ, τ .

Initialize z = z̄ = PT y .

Iterate
- x = proxτG (x − τ z̄)

- y+ = proxσF∗(y + σAx)

- ∆z = AT (y+ − y)

- z = z + ∆z , y = y+

- z̄ = z + ∆z .
Convergence condition: ‖σ1/2Aτ1/2‖ < 1.
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Separability

Assume we have a separability property:

F (Ax) =
n∑

i=1

Fi (Aix).

For example,

KL(d ,Ax + b) =
n∑

i=1

KL(di ,Aix + bi ),

where the forward projection is divided into subsets A = (A1, . . . ,An).
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Stochastic PDHG

Stochastic PDHG
Input: initialization point x ∈ X , y ∈ Y; step parameters σi , 1 ≤ i ≤ n, τ .

Initialize z = z̄ = PT y .

Iterate
- x = proxτG (x − τ z̄)

- Select a subset i with probability pi

- y+i = proxσiF∗
i

(yi + σiAix)

- ∆z = AT
i (y+i − yi )

- z = z + ∆z , yi = y+i
- z̄ = z + 1

pi
∆z .
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Recent developments: improving SPDHG step-size

Joint work with J. Latz, P. J. Markiewicz, C.-B. Schönlieb, M. J. Ehrhardt.

Convergence condition (∗) form Stochastic primal-dual hybrid gradient
algorithm with arbitrary sampling and imaging applications, by A.
Chambolle, M. J. Ehrhardt, P. Richtárik and C.-B. Schönlieb, SIAM J.
Optim, 2018:
There exists (vi ) such that for all y ∈ Y ,

E

∥∥∥∥∥∑
i∈S

(σ
1/2
i Aiτ

1/2)∗yi

∥∥∥∥∥
2

≤
n∑

i=1

pivi‖zi‖2,

and for all i , vi < pi .

Alternative convergence condition (∗∗): ‖σ1/2Aτ1/2‖ < 1
and (∗∗)⇐ (∗).

For pre-conditioned step-sizes, the same kind of formulas exist.
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Comparing step-sizes

Dataset: real data corresponding to the last 10 minutes of a brain amyloid
scan with florbetapir tracer with Siemens Biograph mMR scanner.
Numerical experiments: open-source packages NiftyPET and ODL.

Figure: PSNR evolution for old and new step-sizes. New step-size speeds up
reconstruction.
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SPDHG step-sizes: second advance

Admissible step-sizes read as, for a positive γ:

σi =
1

γ‖Ai‖
, τ =

γ∑
i ‖Ai‖

.

How to calibrate γ, which is commonly fixed to 1?

(a) synthetic data (b) real data

Figure: PSNR evolution for different values of γ. Fastest reconstruction is
obtained with same value γ = 0.1 for both datasets.
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Calibrating the trade-off between primal and dual
convergence

(a) Reference
PSNR= +∞

(b) γ = 0.1
PSNR = 37

(c) γ = 1.0
PSNR = 29

Figure: PET reconstruction. SPDHG result with calibrated γ = 0.1 looks closer to
reference than with γ = 1 after 20 epochs.
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Implementations

ODL: https://github.com/odlgroup/odl/tree/master/odl/
contrib/solvers/spdhg

CIL: https://github.com/vais-ral/CCPi-Framework/blob/master/
Wrappers/Python/ccpi/optimisation/algorithms/SPDHG.py

https://github.com/vais-ral/CIL-Demos/blob/master/
Tomography/Simulated/SingleChannel/PDHG_vs_SPDHG.py
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Outlook

Test on PET-CT data from pituitary gland study: collaboration of
PET++ group with Addenbrookes’ hospital

Motion reconstruction: subsetting on gates, not only on subsets. Joint
work with Kris Thielemans, Richard Brown, Evangelos Papoutsellis,
Edoardo Pascoa, Christoph Kolbitsch. . .

C. Delplancke (U. of Bath) UCL INM meeting October 11th 2020 13 / 13


